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Abstract

Classical calibration procedures for phenomenological thermo-elasto-viscoplastic constitutive models usu-
ally involve a large number of tests to identify all the material parameters, leading to long experimental
campaigns. In the present work, a novel calibration methodology that takes full advantage of full-field mea-
surements of a heterogeneous test is proposed. It relies on an innovative combination of the Virtual Fields
Method and a thermo-mechanical heterogeneous test carried out on a Gleeble 3500 system. To assess the
feasibility of this novel calibration methodology, a modified version of the Johnson-Cook (J-C) model and
dual-phase steel DP980 are selected. The three terms of the model that correspond to strain-hardening,
temperature, and strain rate effects are calibrated simultaneously for the thermo-mechanical behaviour of
this material.The calibration is attempted using a single test carried out at a constant displacement rate.
This procedure is repeated for three tests at nominal strain rates of 10−4, 10−3 and 10−2 s−1. Accurate
predictions of the flow stress are attained, but the information of a single test is insufficient to capture
the positive strain rate sensitivity of the material. The three tests are then combined in an experimental
database to calibrate the model. The results show that the positive strain rate sensitivity is reasonably
predicted in the considered range of temperatures. These results unveil the potential of this methodology
to simplify the calibration process of thermo-elasto-viscoplastic constitutive model.

Keywords: Calibration, Virtual Fields Method, Heterogenous thermo-mechanical test, Full-field
measurements, Thermo-elasto-viscoplasticity

1. Introduction

Temperature and strain rate have a significant influence on the flow stress of sheet metals. A precise

description of their role is essential for the numerical simulation of heated assisted manufacturing processes,

e.g. the simulation of hot and warm forming processes [1, 2, 3]. Furthermore, in standard manufacturing

processes, new generations of high strength steels reach high temperatures due to the heat generated by5

plastic deformation [4], which makes it essential to model accurately the effects of temperature and strain

rate on this type of materials [5, 6].

Phenomenological thermo-elasto-viscoplastic constitutive models can represent the thermo-mechanical be-

haviour of metals and different formulations exist, depending on material behaviour, the range of strain,
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strain rate and temperature, as well as the computational cost [6, 7]. Generally speaking, phenomenological10

thermo-elasto-viscoplastic models are strongly non-linear and involve many material parameters that need

to be calibrated. Classical calibration procedures at low to medium strain rates usually rely on isothermal

tensile tests performed at different strain rates and temperatures [8, 9, 10]. Other tests can be used, such as

strain rate jump tests [6, 11], torsion [12] and shear [13] tests, but these are less common. In these classical

calibration procedures, the data collected from the tests are analysed under the assumption of homogeneous15

strain in the gauge length, leading to a single stress-strain curve output from each test that corresponds to

a given temperature and strain rate. To cover a vast number of temperatures and strain rates at least an

equal number of tests is required, which leads to long experimental campaigns.

Therefore, there has been a remarkable effort to reduce the number of tests by replacing classic procedures

with a combination of full-field measurement techniques, heterogeneous tests and inverse methods, which20

was recently christened as Material Testing 2.0 [14]. Full-field measurement techniques, such as Digital

Image Correlation (DIC) [15], give complete displacement/strain maps at the surface of a specimen during

a test, which, combined with heterogeneous tests [16, 17, 18], can provide a set of spatial points under

different strain states, strain levels and strain rates. This information can also be enriched with temperature

measurements from the same test, obtained with a thermographic camera, for example. Thus, the required25

experimental database for the calibration can be collected from a few heterogeneous tests. The methodology

proposed by Pottier et al. [19] is an example of this combination. Kinematic and temperature full-field mea-

surements are combined in the same methodology to determine the inelastic heat fraction during quasi-static

tensile tests. Another example is the recent inverse method proposed by Charlès and Le Cam [20]. The

proposed inverse method relies on the reconstruction of the heat source field, computed from both kinematic30

and temperature measurements, to calibrate constitutive models.

Nevertheless, the complexity of the loading conditions and the heterogeneity entails inverse methods [21, 22].

Currently, the Finite Element Model Updating (FEMU) and the Virtual Fields Method (VFM) are the most

used [14]. In the case of FEMU, a finite element (FE) model of the heterogeneous test is required and the

calibration of the constitutive models is carried out through an iterative procedure that searches for the best35

set of material parameters to minimise the difference between experimental and numerical data [23, 24].

Although this method is quite popular, it has a major drawback. Indeed, the large number of FE calcula-

tions which is usually required leads to a high computational cost. Alternatively, the VFM provides a more

efficient solution in terms of computational cost [25, 26, 27]. Derived from the principle of virtual work, this

inverse method conducts the calibration process by balancing internal and external work, quantities that40
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are computed from the measured displacements field and load, respectively [25]. Since the pioneering work

of Grédiac [28] to characterize material properties of composites materials, the VFM has been successfully

applied and consequently, adapted to calibrate different types of constitutive models. Nowadays, it is an

appealing solution for calibrating non-linear constitutive models in the fields of plasticity [29, 30, 31] and

viscoplasticy [32, 33, 34].45

In the framework of low strain rate values, the work of Gramma et al. [32] aims at the simultaneous cali-

bration of all the parameters of the Anand model with a single test. The authors analyse the sensitivity of

the procedure to different loading ratios and rates in order to design a test with the necessary information.

Jones et al. [33] investigated the calibration of the Bammann-Chiesa-Johnson viscoplastic model using a

heterogeneous test with a specimen geometry similar to a capital letter ”D”. The simultaneous calibration50

of the full set of parameters raised the problem of non-uniqueness of the solution. Nevertheless, the authors

reached valid solutions, which were considered functionally equivalent to the loading conditions present in the

test. Enrichment of the database was the solution suggested by the authors to mitigate the non-uniqueness

problem. Valeri et al. [34] proposed a methodology based on the VFM to calibrate the thermo-viscoplastic

Johnson-Cook model. The strain-hardening term is calibrated following a classical procedure and then only55

the temperature and strain rate terms are calibrated using the VFM. The temperature, the averaged strain

and strain rate obtained from isothermal uniaxial tests composed the experimental database. The authors

reached accurate descriptions of the flow stress from room temperature up to 900 °C. Although less effective

in computational terms, FEMU-based approaches relying on full-field kinematic and thermal data have been

proposed in recent years. Rose and Menzel [35] proposed a staggered identification methodology, which con-60

sidered three calibration phases dedicated to elastic, plastic and thermal material parameters. Data from

tensile tests carried out at room temperature were used. Archer et al. [36] also proposed a FEMU-based

approach to calibrate creep parameters of an environmental barrier coating. The authors adopted a stag-

gered approach to calibrate all the parameters of the finite element model and full-field data of a devised

test representative of turbine engine environments.65

The aim of the present work is to take a further step towards improving and simplifying the calibra-

tion procedure of thermo-mechanical constitutive models. The VFM is combined with a heterogeneous

thermo-mechanical test to fully calibrate a set of constitutive parameters. Thus, taking advantage of the

computational efficiency of this inverse method and the richness of data present on heterogeneous tests.

The heterogeneous test used in this work is carried out on a Gleeble thermo-mechanical simulator. At this70

early stage, the objective lies more in the proof of concept regarding the combination of the VFM and the
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thermomechanical test than on reaching bulletproof identifications.

After this introduction section, the experimental programme is presented in section 2. The Gleeble system

and the conditions of the tests are introduced, as well as the data acquisition equipment. Section 3 contains

the description of the adopted constitutive model, the VFM calibration procedure and the finite element75

model used to assess the validity of the results. Section 4 is dedicated to the results. First, the experimental

data are presented and then the calibration results. The calibration process is analysed for an experimental

database composed of a single test and then for an experimental database composed of the three tests. In

section 5, concluding remarks close the article.

80

2. Experimental programme

In this study, a heterogeneous thermo-mechanical test performed on Gleeble 3500 thermo-mechanical

system is used to create an experimental database for the calibration process. This test has an overlap of

heterogeneous temperature and strain fields, which can provide information on the mechanical behaviour of

the material for a considerable range of temperatures and strain rates.85

2.1. Gleeble system

Fig. 1 illustrates the experimental setup that includes the Gleeble 3500 thermo-mechanical used in this

study. This system combines a hydraulic servo system able to impose tension or compression forces and a

direct resistance heating system [37]. A temperature value can be imposed at the centre of the specimen and90

held constant during the mechanical test, using the direct resistance heating system. The heating process

is controlled by a thermocouple signal that provides an accurate temperature measurement. However, a

temperature gradient is developed from the centre to the extremities of the specimen due to the water-

cooled jaws carriers. Frequently deemed as adverse [38, 39, 40], this gradient is an asset for the present

study since it triggers a heterogeneous deformation process.95

2.2. Material and specimen geometry

A dual-phase steel DP980 is considered for this study [41, 42]. Fig. 2 presents the tensile specimen

geometry . The specimens are cut from a rolled sheet with 1.75 mm thickness. The longitudinal direction
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Gleeble chamber

Aramis system

DIC cameras

Thermographic camera

Gleeble system

Figure 1: Gleeble 3500 thermo-mechanical system coupled with DIC system (GOM-Aramis) and a FLIR thermographic camera.
The Gleeble chamber with specimen prepared for testing and illuminated by polarized blue light is shown in the image below.
The three thermocouples used to measure the temperature along the specimen are labelled.

Grip Grip

60 mm

(ROI)

X

Y

x=-30 mm x=30 mm

28 mm

R25 mm

80 mm

TC2 TC3TC1

Figure 2: Tensile specimen geometry with the region of interest (ROI) represented in blue and the position of the thermocouples,
TC1, TC2 and TC3, represented by the red circles.

(x-direction in Fig. 2) of the specimens is aligned with the rolling direction of the sheet.100

2.3. Experimental procedure and data acquisition

The specimens are loaded under a constant displacement rate. Three displacement rates evenly dis-

tributed in the logarithmic scale are selected to conduct the tensile tests: 0.006, 0.06 and 0.6 mm s−1. The

tests corresponding to this displacement rates will be called V1,V2 and V3, for the sake of simplicity. Ac-105
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Figure 3: Temperature field of the test V2 recorded by the FLIR thermographic camera. The highest temperatures are shown
in yellow and the lowest in violet. The line passing through the mid-plane of the specimen (y = 0 mm) is represented in blue
and the position of the thermocouples by the red circles.

cording to the length of the region with constant cross-section (60 mm), these displacement rates correspond

to nominal strain rates of 10−4, 10−3 and 10−2 s−1, respectively. Regarding the thermal field, a temperature

value of 500 °C is the imposed on the centre of the specimens. The deformation process starts after a heating

phase to ensure that the reference value of 500 °C is reached at the centre of the specimen.

The local kinematic measurements are acquired through the DIC system GOM-Aramis [43]. The adopted110

DIC settings for this system are summarized in Table 1. The random black-and-white pattern was applied

with commercial paints provided by Jelt (0057 and 5641 Colorjelt). At high temperatures (> 700 °C), the ra-

diation emitted by the heated specimen can reduce the accuracy of the DIC measurements and it is common

practise to use blue light illumination combined with filters in front of the cameras [34, 44, 45]. Although in

this study the temperature range goes up to 500 °C, it is also used a polarised blue light combined with blue115

pass filters (IF 039 supplied by schneider kreuznach) to avoid potential errors from the emitted radiation.

The temperature field is monitored through three thermocouples (TC1, TC2 and TC3), which are welded

in the specimens, and through a FLIR thermographic camera X6580SC. The latter equipment provides the

spatial distribution of temperature across the entire surface of the specimens. The three thermocouples (see

Fig. 2 and 3) are used as references for the coordinate system, as well as to determine the emissivity of the120

surface.

The temperature measurements of the three thermocouples (TC1, TC2 and TC3) for each test are shown

in Fig. 4. The displacement (ux) in the x-axis is calculated as the difference of the average displacement

value at the boundaries x= −30 mm and x= 30 mm of the region of interest (ROI) (see Fig. 2). As can

be seen, the temperature remains nearly the same throughout each test, which results from the Gleeble’s125

very precise control system, which preserves the temperature at the TC1 thermocouple, and from the high

thermal conductivity of the material. Moreover, the temperature varies mainly along the longitudinal direc-

tion of the specimen (x-direction), while the high conductivity of the steel leads to meaningless differences

along the transversal direction (y-direction), less than 2 %. Therefore, the variation along the transversal
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Camera DALSA FALCON 4M60
Sensor 2352×1728 px2

Lens schneider kreuznach 35mm
Aperture f/8
Field of view 90 × 35 mm2

Image scale 12 px/mm
Stereo-angle 25°
Stand-off distance 440 mm
Patterning technique White spray (base coat)

with black speckles
Pattern feature size 0.25 mm/3 px
DIC software ARAMIS 3D 4M

version 6.3.1-2
Technique used Stereo Digital Image Correlation
Subset size 20×20 px2

Step size 12 px
Subset shape function linear
Matching criterion Sum of square differences (SSD)
Strain window 104×58 px2

Table 1: DIC settings.

direction is neglected in the analysis of the tests, as well as in the calibration procedure.130

Fig. 5 shows the spatial distribution of temperature for the beginning of each test along a line passing

through the mid-plane of the specimens (y = 0 mm), as shown in Fig. 3. The red squares represent the

thermocouples measurements, and the colour dots represent the thermal camera measurements. For the

positions of the thermocouples, the measurements of the thermographic camera show abrupt temperature

drops. This is caused by the different emissivity of the thermocouples when compared with the surface of135

the specimens. For the three cases, the temperature field reaches its maximum value at the centre of the

specimens and presents a bell-shaped distribution that is characteristic of this system [37, 38, 40]. From the

centre to the extremities of the specimens, it is observed the decrease of temperature that leads to values

around 360 °C at the boundaries of the ROI (x = −30 and x = 30 mm), i.e. a temperature gradient of

140 °C. This temperature distribution can be described by a 2nd order polynomial [46, 47], as can be seen140

in Fig. 5. The squared values of the correlation coefficient (R2) are around 1.0, which proves the very good

agreement of the 2nd order polynomial with the experimental measurements.

A stress analysis for the central region of the specimen is presented in the results section. For this analysis, it

is assumed a uniaxial stress state with homogeneous deformation for the central section of the specimens in

between x = −2 and x = 2 mm. Based on that, the Cauchy stress (σ) is computed from the measured load145

and considering the actual cross-sectional area of the specimen. The actual cross-sectional area is computed
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Figure 4: Temperature evolution measured by the three thermocouples TC1, TC2 and TC3 for the three tests: (a) V1, (b)
V2 and (c) V3. The temperature is almost constant during the deformation process, which results from Gleeble’s very precise
control system and the high thermal conductivity of the material.

assuming volume conservation. In this case, εavg
xx is the average logarithmic strain component for that central

region.

The strain rate field can be considered as another source of information for the calibration, hence it is

also analysed in the results section. Strain rate values (ε̇xx) are computed from the εxx logarithmic strain150

component through forward finite-differences.

3. Theory

3.1. Constitutive model

The original version of Johnson-Cook model [12] is widely adopted to represent the response of metals

under a large range of temperatures and strain rates. However, this original formulation of the J-C model

lacks flexibility and several modifications have been proposed [48]. For example, regarding the strain-

hardening term, the original power model has been replaced in several works by a combined Swift-Voce model
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Figure 5: Spatial temperature distribution for each test along a line passing through the mid-plane of the specimen (y = 0 mm)
(see Fig. 3): (a) V1, (b) V2 and (c) V3. The temperature distribution of the three tests is described by a 2nd order polynomial
function. The correlation coefficient (R2) has values around 1.0 which proves the good agreement between the 2nd order
polynomial function and the experimental measures.

providing superior accuracy in the description of the mechanical behaviour of dual-phase steels [6, 49, 5].

Thus, a modified version of the J-C model is selected for this work. This modified version assumes the

following form

σy = H (ε̄p) ·G (T ) · F
(

˙̄ε
p)
, (1)

where,

H (ε̄p) = α · [K · (ε0 + ε̄p)
n
] + (1 − α) · [σ0 + (σsat − σ0) · (1 − exp (−Cy · ε̄p))] , (2)

G (T ) =

[
1 −

(
T − Ttr

Tm − Ttr

)m]
, (3)

and

F
(

˙̄ε
p)

=

[
1 + C ln

(
˙̄ε
p

ε̇0

)]
. (4)
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The flow stress (σy) is composed by three functions, H (ε̄p), G (T ) and F
(

˙̄ε
p)

, which represent, respectively,

the strain-hardening, temperature and strain rate effects. These three terms are governed by the variables:

equivalent plastic strain ε̄p, temperature T and equivalent plastic strain rate ˙̄ε
p
. The strain-hardening term

contains seven material parameters, α, K, n, σ0, σsat and Cy and ε0 = (σ0/K)
1/n

. The term G (T ) has

three parameters Ttr, Tm and m, and it is only active when the actual temperature T is higher than the

transition temperature Ttr. The term F
(

˙̄ε
p)

has two parameters C and ε̇0, and for this term to be active,

˙̄ε
p

must be higher than ε̇0.

The formulation of the J-C model is usually classified as a decoupled formulation because the strain-

hardening, temperature and strain rate effects are modelled as independent phenomena [50], each one in

a single term. Moreover, the J-C model does not consider temperature or strain rate history effects. This

type of formulation has the advantage of easy implementation.

A common approach to calibrate the J-C model is to divide the process into three steps, each step corre-

sponding to the individual calibration of a term. In this work, the simultaneous calibration of the three terms

is analysed. Some parameters are assumed to be known a priori, such as Ttr = 25 ◦C and Tm = 1000 ◦C. The

value assumed for Tm is a common value for DP980 [5]. In the case of Ttr, it is intended to reach a model cal-

ibration for a large range of temperatures. The parameter ε̇0 is also fixed to the value of 1.0 ·10−5 s−1. Such

a low value is defined because the positive effect of strain rate occurs very early in the deformation process

of DP980, which implies the activation of the strain rate term for low values of the equivalent plastic strain

rate. Moreover, assuming this parameter as known also mitigates the problem of multiple solutions [51].

The value of α is defined to be equal to 0.5. Note that setting α as a parameter to be identified is useless

because K also weights the hardening terms.

Moreover, the model is developed within the framework of associated flow rule. The von Mises yield criterion

and isotropic linear elasticity described by the generalized Hooke’s law are adopted. The identification of

the elastic parameters is not part of this work, thus based on the literature the value of 0.3 is assumed for

the Poisson’s ratio [41]. Concerning Young’s modulus, a dependence on the temperature is observed, which

is according to the data reported in the literature for dual-phase steels [52, 53]. For the DP980 used in this

study, average Young’s modulus values of 185 GPa and 106 GPa are determined from stress-strain curves at

room temperature and 500 ◦C, respectively. As no other values are available in this range of temperatures, it

is adopted a bilinear-piecewise equation to model the dependence of Young’s modulus on temperature. This

bilinear-piecewise equation is a simplified approach that takes into account a steepest decrease of Young’s
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modulus with temperature.

E (T ) =


185 if T ≤ 492 ◦C

−9.93 · T + 5074 if 492 ◦C < T < 500 ◦C [GPa]

106 if T ≥ 500 ◦C

. (5)

Note that this bilinear-piecewise equation is optimised to reach the best fit at the beginning of the load

curves of the heterogeneous tests.155

3.2. Virtual Fields Method

The VFM calibration process relies on the principle of virtual work (PVW) written for a suitable set of

virtual fields. The PVW is combined with full-field kinematic measurements acquired during a mechanical

test and the measured load obtained from a load-cell. The calibration is performed through the enforcement

of the equilibrium condition between the external and internal virtual work. In the framework of finite strain

theory, assuming body forces as null and quasi-static conditions, the PVW can be written in the reference

configuration as follows ∫
Ω0

P : grad U∗dV︸ ︷︷ ︸
Wint

−
∫

Γf
0

T ·U∗dS︸ ︷︷ ︸
Wext

= 0, (6)

where P is the first Piola-Kirchhoff stress tensor, U∗ is the virtual displacement vector expressed in the

reference configuration (U∗ = U∗ (X)), as well as grad U∗. T is the first Piola-Kirchhoff stress vector

prescribed on the boundary Γf0 with the reference surface area S. Similarly, the first integral of Eq. 6 is

written over the reference volume V . The virtual displacement field (U∗) must be kinematically admissible,

continuous and differentiable [25, 54].

The first Piola-Kirchhoff stress tensor P is obtained through the Piola transformation as

P = det(F)σF−T, (7)

where det(F) is the determinant of the deformation gradient F and F−T is the transpose of its inverse. The

Cauchy stress tensor σ is computed from the strain tensor ε, which is determined through the kinematic

full-field measurements, and by means of a previously selected constitutive model combined with an initial

set of material parameters ξ. In the present case, the assumed thermo-elasto-viscoplastic constitutive model

(Eq. 1) takes into account temperature and strain rate effects, which brings two more variables into the
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problem, time t and temperature T . Therefore,

σ = σ (ε, ξ, t, T ) . (8)

The strain tensor is computed from the measured displacement fields u by means of the deformation gradient

F. Using the theorem of polar decomposition, the deformation gradient can be decomposed as

F = VR, (9)

where V is the left Cauchy stretch tensor and R is the orthogonal rotation tensor. The strain field can be

computed for each time instant as the Hencky strain tensor

ε = lnV. (10)

Moreover, the computation of the Cauchy stress tensor is conventionally expressed in a local material frame

free of rigid body rotations. Thus, the strain tensor in this local co-rotational frame can be computed as

ε̂ = RTεR. (11)

Full-field measurements are usually obtained as a discrete number of material points in a ROI belonging

to the surface of the specimen. The computation of kinematic quantities can then be carried out using,

for example, shape functions for discrete points in the ROI. The stress tensor and the virtual fields are

also computed for the same locations and become representative of the average quantities of small regions.

Moreover, as the through thickness information is not usually available, it is assumed plane stress condition.

The thickness estimation, which is required for the Piola transformation, is computed through the Poisson’s

ratio and the assumption of incompressible plasticity. For further details on the implementation of these

assumptions, the reader is referred to [55]. Furthermore, a recent study by Jones et al. [56] shows that the

assumptions of incompressible plasticity and plane stress are valid options in VFM.

Based on this discrete form of the data, the first integral (Eq. 6), which corresponds to the internal virtual

work, is approximated by a discrete sum as follows

Wint (ξ) =

ne∑
i=1

P (εi, ξ, t, Ti) : grad U∗iAiei, (12)

12



where ne represents the number of points. Ai and ei represent the area and the thickness for the location

of these points. Note that adopting the reference configuration has the advantage that the area Ai and

thickness ei do not need to be updated as the deformation process evolves. The same happens with the

computation of the virtual fields that is only performed for the reference configuration.

The external virtual work is computed from the load acquired during the mechanical test. This computation

can be simplified through a proper choice of the virtual fields. In order to have this simplification, the selected

virtual fields must be constant on the boundary Γf0 , leading to the computation of the second integral in

Eq. 6 as follows

Wext = U∗ ·
∫

Γf
0

TdS = U∗ · Fload, (13)

where Fload is the resultant of the force acting on the boundary. This simplification is a major asset of the

VFM because the distribution of the force vector on the boundary is usually unknown.

3.2.1. Objective function160

The PVW can be written for different time steps and for different virtual fields in order to enrich the

objective function. Relevant information from the history of the mechanical test and from different points

in the spatial domain of the ROI can thus be explored. Hence, the objective function for the VFM can be

written in a least-square framework as

ϕ (ξ) =

nvf∑
k=1

1

nvf


nt∑
j=1

1

nt

[
ne∑
i=1

P (εij , ξ, tj , Tij) : grad U∗ikAieij −U∗k · Fload
j

]
2

, (14)

where nvf is the number of virtual fields selected and nt the number of time steps considered. The calibration

of the constitutive model is performed through the minimisation of the cost function given by Eq. 14. The

material parameters ξ are found when the computed stress field minimises the difference between Wint and

Wext for all time steps and virtual fields. Moreover, several tests can be used, and in that case, the objective

function is the sum of Eq. 14 computed for the different tests.165

3.2.2. Virtual fields selection and identification procedure

One of the key elements of VFM is the selected set of virtual fields. The virtual fields can be seen

as weights attributed to the stress field, which may vary in space and even in time, and are independent

of the measured displacement fields. These must be kinematically admissible and can be any continuous

13



and differentiable function. Moreover, in order to have a simplified computation of the external virtual

work, these should also be constant on the boundaries where forces are applied. For the calibration of

nonlinear constitutive models, there are three approaches to select a suitable set of virtual fields. Two of

these approaches are automatic strategies and require a low level of user intervention [55, 57]. The other

approach, called manually defined virtual fields, depends exclusively on the user intervention, since it is the

user who must develop the appropriate set according to the boundary conditions of the test. Compared to

the other strategies, manually defined virtual fields strategy has the main advantages of low computational

cost and ease of implementation. For these reasons, this is the strategy adopted in the present work.

Recently, it has been confirmed that the number of virtual fields plays an important role in the accuracy

of the VFM [31, 58]. Increase the number of virtual fields in Eq. 14 is just a way to improve the objective

function with more information contained in the stress fields. A total of 9 virtual fields are selected for this

work. Note that nvf > dim(ξ). The selected set is defined as follows

U∗1 =


U∗X = X

L

U∗Y = 0

U∗2 =


U∗X = 0

U∗Y = cos πX2L

U∗3 =


U∗X = 0

U∗Y = Y
W cos πX2L

U∗4 =


U∗X = sin πX

L sin πY
L

U∗Y = sin πX
L sin πY

L

(15)

U∗5 =


U∗X = 0

U∗Y = sin πX
L sin πY

L

U∗6 =


U∗X = 0

U∗Y = Y (|X|−L)
WL

U∗7 =


U∗X =

Y (X2−L2)
L2W

U∗Y = 0

U∗8 =


U∗X = 0

U∗Y = Y 2

W 2 sin πX
L

U∗9 =


U∗X =

[
exp

(
H2−X2

H2

)
− 1
]

sin πX
L

U∗Y = 0

.

The constants L and W represent half the length and width of the ROI, respectively. X and Y are the

coordinates in the reference frame. Note that the reference frame is located at the specimen centre as shown

in Fig. 2.

In the case of static equilibrium, the first virtual field is the only one that gives a non-zero value in the170

computation of the internal virtual work. The component ∂U∗X/∂X of the gradient is the only component

14



with non-zero value for this virtual field and it has constant distribution in ROI (∂U∗X/∂X = 1/L). In this

case, the internal virtual work is balanced with the external virtual work computed from the measured load.

The other virtual fields have non-constant spatial distributions, which give a non-constant distribution of

weight between normal and shear components in the computation of the internal virtual work.175

Another key element of the VFM is the reconstruction of the stress field. In this study, a stress integration

algorithm based on a backward-Euler scheme combined with a predictor/corrector method is adopted.

Examples of this kind of algorithms can be found in [59, 60]. This type of algorithms is also generally

adopted in FE analysis and remains the most widely used type in the reconstruction of the stress field

for inverse identification methods [51, 55, 56, 61]. These are known for satisfying the yield condition after180

an iterative process and to be unconditionally stable. The downside of these algorithms is the required

computation of the second derivative of the yield function (associate flow rule) or plastic potential (non-

associated flow rule). Moreover, when compared with new methods specially developed to handle full-field

data [62, 63], which can be called direct methods since no iteration process is required, the computational

cost is higher. For further details on this topic, see for instance [51, 55, 56, 61, 62, 63].185

An in-house VFM code developed using Fortran programming language is used in this study. A gradient-

based Levenberg-Marquardt optimisation method [64] is selected to solve the optimisation process. The

required Jacobian matrix for the Levenberg-Marquardt method is calculated by forward finite differences.

The convergence criteria for this method are established as: the objective function becomes lower than a

tolerance or the relative difference between parameters in consecutive iterations is lower than or equal to190

1.0 · 10−10.

The VFM procedure is depicted in Fig. 6. The iteration cycle is delimited by the red area, which includes

the computation of IVW and EVW for each new set of parameters, the evaluation of the objective function

and the optimisation process. The input data for the VFM code are the full-field displacements, from which

the strain field is deduced.195

In the present work, the raw full-field displacements are post-treated into Matlab [65] before using as input

data. The displacement fields corresponding to each time step are interpolated onto a rectangular grid

covering the entire area of the ROI. For the specific test in hands, the grid is divided into regular elements

with an area of 1 mm2, which makes a total of 1769 data points for the spatial domain corresponding

to the nodes of the grid. After interpolation, the displacements are smoothed through space and time.200

The spatial smoothing is performed using the moving average method with a span of 15 and the temporal

smoothing is performed using the Savitzky-Golay method with a polynomial order of 3 and frame length
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Figure 6: Flowchart representing the algorithm for the identification procedure of VFM. This procedure starts with defining
of the set of virtual fields, which in the present work are manually defined. Follows the definition of constitutive model and
initial set of parameters for this model. After post-treatment, the force resultant, temperature and displacement fields are the
input data to compute the IVW and EVW. An optimisation method leads the minimisation of the objective function.

of 21. After completing this procedure, a reduced number of time steps, up to the maximum load value, is

selected and become the input data for VFM computations. The reduced number of time steps decreases

the computational time and increases the size of the strain increments, which mitigates the impact of strain205

noise on the computation of the stress field. The strain tensor is computed for the centroid of the elements

using bilinear shape functions and the stress tensor is also computed for the same location. Thus, the

number of data points (ne) in Eq. 14 is 1680.

The temperature field is also an input for the reconstruction of the stress field. The polynomial functions

presented in Fig. 5 are used to impose the measured temperature values in each element of the grid. Note210

that only the gradient along the longitudinal direction (x-direction) of the specimen is considered. Moreover,

as shown in Fig. 4, the temperature for the positions of the thermocouples is almost constant during the

tests. Therefore, it is assumed that the elements of the grid hold the same temperature value for all the

selected time steps.
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3.3. Finite element model215

Finite element simulations of the 3 tests are performed to validate the calibration results. Therefore, a

3D FE model of the ROI of the tensile specimen (Fig. 2) is built in the Abaqus® standard. This model was

previously presented in [58]. Symmetry boundary conditions are assumed, and only half of the thickness of

the specimen is represented. An eight-node solid element with reduced integration (C3D8R) is adopted for

the mesh, which is composed of 60 × 28 × 3 regular elements. Therefore, the top surface of the model is220

divided by 60×28 elements, which corresponds to 1 mm2 subregions. These dimensions are in the same order

of magnitude as the selected subset size for the DIC results. The model is coupled to the UMAT subroutine

with the modified J-C model presented in section 3.1. The simulations of the tests are performed for the

respective loading conditions, which consist of different nominal strain rates: 10−4, 10−3 and 10−2 s−1. The

boundary conditions are the displacements imposed on the boundaries x = −30 and x = 30 mm, which were225

extracted from the DIC measurements of each test. The top surface of the FE model is presented in Fig. 7.

The temperature distributions presented in Fig. 5 are imposed on the respective test by means of the 2nd

order polynomial functions.

Y

X

60 mm

28 mm

x = -30 mm x = 30 mm

Figure 7: FE model representing the ROI of the tensile specimen (see Fig.2). The figure shows only the top surface, with a
mesh of 60×28 elements. Each element corresponds to 1 mm2 subregion on the top surface of the model. The displacement are
imposed on the boundary x = −30 and x = 30 mm. The blue line passes through the mid-plane of the specimen (y = 0 mm).
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Figure 8: Load-displacement (ux) curves for the three displacement rates: 0.006, 0.06 and 0.6 mm s−1, which correspond to the
tests V1, V2 and V3, respectively. The difference between the curves shows the positive sensitivity of the material to strain
rate.

4. Results

4.1. Experimental results230

4.1.1. Load-displacement and stress-strain curves

Fig. 8 presents the load-displacement curves up to rupture for the three displacement rates. Note that,

although only a single curve is presented for each displacement rate, repeatability is observed for the three

cases. The material shows a positive strain rate sensitivity. The maximum load value indicated by the black

circles corresponds to 22.3, 27.0 and 30.5 kN, for the tests V1, V2 and V3, respectively. The maximum load235

value increases 21% from case V1 to V2 and 37% from case V1 to V3. The displacement values at maximum

load are 1.56, 1.48 and 2.0 mm.

The stress-strain curves for each displacement rate at 500 °C are presented in Fig. 9, as well as The

stress-strain curve for the same material at room temperature for a nominal strain rate of 1.0 · 10−3 s−1.

This room temperature curve was obtained from a homogeneous tensile test [41]. From the beginning of240

the deformation process, the three curves at 500 °C show the positive strain rate sensitivity. The negative

temperature sensitivity is also clear when these curves are compared with the one at room temperature. The

comparison of the room temperature curve with its homologous at 500 °C shows a decrease of almost 45%

in the stress value. A dependence on the temperature is also observed for the elastic regime. Concerning
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Figure 9: Stress-strain curves computed for a central section of the specimens. The colour lines correspond to the temperature
of 500 °C. The black curve (T RT) corresponds to room temperature (RT) obtained from a homogeneous tensile test [41].

Young’s modulus, an average value of 106 GPa is determined at 500 ◦C using the three curves presented in245

Fig. 9, whereas for room temperature, the Young’s modulus is 185 GPa.

4.1.2. Subset and step size analysis

ux=1.8 mm

ux=2.8 mm

ux=3.7 mm

Figure 10: Major strain distribution for the test V2 at three different displacement points. The evolution of the deformation
process is characterised by strain localization at the centre of the specimen.
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During the tensile tests, the temperature gradient shown in Fig. 5 triggers a heterogeneous deformation

process. The evolution of this process ends with strain localization at the centre of the specimen in a reduced250

region, which can be observed for the test V2 in Fig. 10. The selection of the parameters subset and step size

of the DIC software are important in the accuracy of these measurements. A large subset size can mitigate

the impact of noise in the strain measurements, but due to spatial smoothing, the maximum values can be

underestimated. The step size controls the number of data points, and a small step size can be used to

capture rapid changes in the peak values of the strain field. The results that supported the selection of the255

subset size of 20 × 20 and step size of 12 (Table 1) are briefly presented here. Three subset sizes (15 × 15,

20 × 20 and 25 × 25 px2) and two step sizes (7 and 15 px) are selected, and a total of 6 sets of parameters

are evaluated. This analysis is performed for the test V2. First, the results for the maximum load value are

analysed and then the results for the instant before rupture.

Fig. 11a shows the distribution of the major strain for the maximum load value along the mid-plane
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Figure 11: Subset and step size analysis for the test V2 at the maximum load value (ux = 1.48 mm, Fig. 8). Major strain
evolution (a) for the total length of the ROI and (b) for a reduced length (x = −6 mm to x = 6 mm). The reference set
20 × 20 × 12 is represented by the solid black line. The remaining sets compose the sensitivity analysis and are represented by
dashed lines.

260

y = 0 mm of the ROI. In terms of shape of the strain distribution and maximum strain values, the different

sets of parameters show similar results. The exception is the set composed by the subset 15 × 15 px2 and

step size 7 px, which presents considerable oscillations. Fig. 11b focus a smaller area, between x = −6 mm

and x = 6 mm, and shows that the decrease of the step size increases the oscillations in the measurement

results. Comparatively, the results for the step size of 12 px show smooth responses without deterioration265

of the maximum strain values, hence any of these sets could be selected.
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Fig. 12 presents the results for the instant before rupture. A higher strain value is captured with the step
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Figure 12: Subset and step size analysis for the test V2 at the instant before rupture. Major strain evolution (a) for the total
length of the ROI and (b) for a reduced length (x = −6 mm to x = 6 mm). The reference set 20 × 20 × 12 is represented by
the solid black line. The remaining sets compose the sensitivity analysis and are represented by dashed lines.

size of 7 px when compared with the step size of 12 px. In the worst scenario, the difference can be around

14%.

The selection of 20 × 20 px2 for the subset and 12 px for the step size is a compromise between accuracy270

and computational cost. Nevertheless, it should be noted that for measurements after the maximum load

value the amplitude of the strain value can be underestimated.

4.1.3. Strain and strain rate fields

The evolution of the major strain along the mid-plane y = 0 mm is presented in Fig. 13a,Fig. 13c and

Fig. 13e for the ROI up to the maximum load. The maximum major strain value occurs at the centre of the275

specimen and a decreasing trend is observed from the centre to the ends of the ROI. The maximum values

of major strains are 0.093, 0.086 and 0.109 for the tests V1, V2 and V3, respectively. Moreover, after a

displacement of 0.8 mm the evolution of the strains field occurs mainly between x = −15 and x = 15 mm.

According to this observation, the range of temperature between x = −15 and x = 15 mm is 460 to 500 °C.

In Fig. 13b, Fig. 13d and Fig. 13f, it is shown the major-minor strain distribution for the three tests at the280

instant of maximum load value. The different data points of each test are under uniaxial tension up to this

instant, a tendency that is not observed after the maximum load value, as can be seen in Fig. 14. After the

maximum load value, the stress state deviates from the uniaxial tension state towards plane strain.
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Figure 13: Major strain distribution and major-minor strain along the mid-plane of the specimen (y =0 mm) in the ROI, for
the tests (a-b) V1, (c-d) V2 and (e-f) V3. The major strain distribution is compared for five different displacement values of
each test up to the maximum load value. The major-minor strain plot refers to the maximum load value.
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Fig. 15 shows the evolution of the strain rate field (ε̇xx) up to the maximum load value for the same
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Figure 14: Major strain distribution and major-minor strain along the mid-plane of the specimen (y =0 mm) in the ROI, for
the tests (a-b) V1, (c-d) V2 and (e-f) V3. Comparison for different displacement values after the maximum load value of each
test.
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Figure 15: Strain rate (ε̇xx) distribution along the mid-plane y =0 mm in the ROI and, for the tests (a) V1, (b) V2 and (c) V3.
The strain rate distribution is compared for five different displacement values of each test, including the instant of maximum
load value.

mid-plane. The maximum values of strain rate are 4.13 · 10−4, 3.69 · 10−3 and 4.16 · 10−2 s−1. These are in285

the same order of magnitude as the nominal strain rate of each test. The heterogeneity of the tests provides

a wide dispersion of points, with a spatial distribution similar to the strain field.

In conclusion, the three tests conducted for a DP980 compose the database to be used with VFM. It is

observed that the three tests provide a collection of points with different temperatures ranging from 360 °C

to 500 °C, for the ROI. The strain and strain rate fields present different magnitudes with the highest values290

at the centre of the specimen. The material has a positive sensitivity to strain rate and a negative sensitivity

to temperature.
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4.2. Calibration results

In this section, the calibration of the modified J-C model performed with the VFM and the experimental295

data from the heterogeneous thermo-mechanical tests is analysed. This analysis is divided into two parts. In

the first part, the model is calibrated using a single test. The aim is to understand whether the calibration

process and the chosen constitutive model lead to a good description of the thermo-mechanical behaviour

of the material for the conditions of each test. In the second part, the three tests are used simultaneously in

the calibration process. Thereby, the model is calibrated for a wider range of strain rates and consequently,300

for a vast range of information on the thermo-mechanical behaviour of the material.

Only data up to the maximum load value is used. As observed in the previous section, after the maximum

load value the strain field measurements can be underestimated. Additionally, the 3D effects may become

significant and the plane stress condition that is required for the stress computation in VFM can cause

deviations in the internal virtual work computation [66, 67]. Therefore, for the VFM calibration, it is only305

considered the data up to the maximum load value.

A total of 7 parameters are identified, σ0, K, n, σsat, Cy, m and C, whereas the remaining parameters are

considered known a priori: α = 0.5, Ttr = 25 °C, Tm = 1000 °C and ε̇0 = 1.0 · 10−5 s−1. In the optimisation

procedure, only one constraint is applied, which concerns the universe of solutions for each parameter. This

constraint limits the admissible solutions to positive values only.310

4.2.1. Calibration with a single test

The same initial set of parameters is used in the three calibrations. This set is characteristic of high

strength steels, the exception being the parameter C, which is attributed the zero value. The results of the

identifications are presented in Table 2.315

The obtained parameters show significant differences from the initial set. This reveals that the objective

function and experimental database are sensitive to the parameters. The exception is the parameter C,

whose values are very close to zero, the initial value. This value close to zero means that the strain rate

term (Eq. 4) in the modified J-C has a null impact.

The values of the objective function for the initial set (ϕini) and for the final set (ϕfin) are also shown in320

Table 2. The initial values are reduced by around 90 % for the tests V2 and V3 and 68 % for the test V1.

The number of iterations for the test V1 is higher than for the other two tests. Fig. 16 shows the evolution
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σ0 K n σsat Cy m C ϕini ϕfin Iter
[MPa] [MPa] [-] [MPa] [-] [-] [-] [-]·106 [-]·106 [-]

Initial 600 900 0.060 1200 20 1.00 0.0 - - -
V1 641 1044 0.033 1147 34 0.99 4.0·10−8 1.2 0.4 28
V2 697 1388 0.054 1060 53 1.10 1.3·10−7 5.3 0.5 11
V3 616 1637 0.068 997 69 1.17 2.6·10−8 9.8 1.0 13

Table 2: Results of the calibration using a single test. ϕini, ϕfin are the initial and final values of the objective function and
Iter is the number of iterations in the Levenberg-Marquardt method.

of the parameters and objective function value for the three cases during the calibration process. There are

differences in the number of iterations between the three cases, but the process is stable and almost reaches

stabilised values after 60 evaluations.325

Fig. 17 presents a comparison between internal and external virtual works. The internal virtual work

is computed for the first virtual field U∗1 and using the initial (IVW ini) and the finial (IVW fin) sets of

parameters. The external virtual work is computed using the measured load. The difference between initial

and final solutions is noticeable, which results from the significant difference between the initial and final

parameter sets. The final solutions provide a very good match between internal and external virtual works.330

In Fig. 18 each term of the modified J-C model is individually plotted for the initial set and the final sets

of parameters. Fig. 18a shows the evolution of the strain-hardening term (Eq. 2) with the increase of the

equivalent plastic strain (ε̄p). The obtained parameters lead to distinct strain-hardening curves, which, in

terms of stress values, are ordered according to the displacement rate of the test used in the calibration.

Hence, the highest stress values are found in the strain-hardening curve obtained with test V3. It has to335

be mentioned that a non-monotonic variation of σ0 is obtained (Table 2), and this parameter is not ordered

according to the displacement rate of the test used in the identification. Nevertheless, the three curves

present similar shapes, high strain-hardening rates for low values of equivalent plastic deformation and a

stress saturation value for high values of equivalent plastic deformation.

Fig. 18b presents the temperature term (Eq. 3) evolution up to 500 °C. This term shows a considerable340

impact of the temperature on the flow stress evolution. For example, this term reaches values of about 0.50

at 500 °C, which means that the stress values are reduced to almost an half with an increase of temperature

from 25 to 500 °C. As shown in Fig. 9, the difference between the stress-strain curve at room temperature

curve and its homologous at 500 °C is about 45%, which means that even without the information on the

mechanical behaviour of the material at room temperature in the experimental database, the obtained so-345

lutions capture comparable stress values at room temperature. Moreover, similarly to the strain-hardening

term, the impact of this term is ordered according to the displacement rate of the test used in the calibration.
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Figure 16: Evolution of the material parameters and objective function value (objf) during the calibration process: (a) V1, (b)
V2 and (c) V3. The value of the parameters and objective function are normalised by the initial value, except for the case of
the parameter C.

As mentioned before, the obtained values for the parameter C are almost zero, thus the strain rate term

(Eq. 4) becomes equal to 1.0, as shown in Fig. 18c. From these results, it can be concluded that the range

of strain rates found in each test is not sufficient to activate this term, and the positive strain rate effect350

observed in Fig. 8 is not captured in any of the calibrations with a single test. Note that a different choice

of the initial value for the parameter C would lead to a different solution for the remaining parameters, but

the sensitivity to C would not change and the positive strain rate effect would be conditioned by this initial

value.
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Fig. 19 presents the strain-hardening term multiplied by the temperature term at 500 °C. As the predomi-355

nant stress state is uniaxial tension in the three tests, Fig. 19 and Fig. 9 can be compared. The level of flow

stress for each curve is similar to the level of stress for the respective counterpart in Fig. 9. According to

this result, the magnitude of the flow stress for each test seems to be well described by the respective set of

parameters.

To analyse the validity of the final sets of parameters presented in Table 2, these are tested as input360

data for the simulation of the heterogeneous tests. The FE model described in section 3.3 is used here.

The predicted numerical load and strain distribution for the mid-plane of specimen (blue line in Fig. 7) are

compared with the experimental counterparts. It is expected that the parameters give a good representation

of the test that provided the information for the calibration. Moreover, it is included in these simulations

the time steps beyond the maximum load value to evaluate the accuracy of the parameters when the results365

are extrapolated.

Fig. 20 presents the comparison of the numerical and the experimental load curves for the three tests. The

three sets of parameters provide reasonable results up to the maximum load value. The set of parameters

obtained with test V3 (Fig. 20c) obtained the best approximation to the experimental load curve, even in

the extrapolation domain. In the other two cases (Fig. 20a and Fig. 20b), there is a slight overestimation370

for the maximum load value that spreads to the extrapolation domain.
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Figure 18: Evolution of three terms that compose the modified J-C model for the obtained sets of parameters presented in
Table 2: (a) strain-hardening term (Eq. 2), (b) temperature term (Eq. 3) and (c) strain rate term (Eq. 4).

In Fig. 21, the results for the logarithmic strain in the x-direction are presented for the three tests. The

experimental results are labelled as Exp and the numerical ones as Num. Mload and Rup represent the

time instants of maximum load and the last instant before rupture (the last step of the simulation). The

results for the test V3 (Fig. 21c) are the most accurate ones. In this case, the bell-shaped curve of the strain375

distribution is well predicted. In the extrapolation domain, the maximum strain value is overestimated and

the strain localisation is more severe than in the experimental results. Regarding Fig. 21a and Fig. 21b, the

amplitude of the strain field is underestimated and in both cases, their distribution is more uniform than

the experimental strain field, but the trend is well captured. In the extrapolation domain, for both cases
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Figure 19: Evolution of the strain-hardening term (Eq. 3) affected by the temperature term (Eq. 3) at 500 °C for the final sets
of parameters presented in Table 2.

V1 and V2, the strain amplitude at the centre of the specimen is overestimated.380

4.2.2. Calibration with multiple tests

In this part, the results for the calibration of the modified J-C model using the three tests simultaneously

are presented. Here, the goal is to reach a set of parameters that enables the representation of the conditions

of the three tests through the modified J-C model. This is a more demanding problem than the previous

one because the strain rate range is enlarged by the inclusion of the three tests in the same experimental385

database and the model is forced to capture the positive strain rate sensitivity of the material.

The results for a single initial set are presented in Table 3. Note that the initial set is different from one

σ0 K n σsat Cy m C ϕini ϕfin Iter
[MPa] [MPa] [-] [MPa] [-] [-] [-] [-]·106 [-]·106 [-]

Initial 327 966 0.070 513 81 1.19 0.11 - - -
Final 342 924 0.017 603 131 1.27 0.07 1.7 0.8 12

Table 3: Results of the calibration with three tests. ϕini, ϕfin are the initial and final of values of the objective function and
Iter is the number of iterations in the Levenberg-Marquardt method.

presented in Table 2. This difference comes from the non-zero value attributed to C, which required to

manually adjusted the remaining parameters to have an initial solution with realistic predictions of internal

virtual work. All the parameters are activated in the optimisation and the initial value of the objective390

function decreased 54%. The number of iterations for the optimisation Levenberg-Marquardt method is 12.

The evolution of the parameters and objective function value along the calibration is presented in Fig. 22.
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Figure 20: Comparison of experimental (Exp) and numerical (Num) load curves. The numerical load curves are obtained
through FE analysis with the final sets of parameters presented in Table 2: (a) V1, (b) V2 and (c) V3.

The evolution of the material parameters seems more stable for the beginning of the optimisation than in

the previous cases with a single test.

Fig. 23 shows a comparison between internal and external virtual works. The internal virtual work is395

computed for the first virtual field U∗1 and using the initial (IVW ini) and the final (IVW fin) parameters

set. The external virtual work is computed from the measured load. An underestimation of the IVW fin for

V2 is observed, as well as a slight underestimation for V3 in the final time steps. These two deviations are

not observed in Fig. 17.

Fig. 24 shows the individual plot of the terms of the modified J-C model. In this case, the strain-hardening400
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Figure 21: Comparison of experimental (Exp) and numerical (Num) spatial distribution of the xx component of the logarithmic
strain (εxx) along the reference x-direction. The numerical results are obtained through FE analysis with the sets of parameters
presented in Table 2: (a) V1, (b) V2 and (c) V3. Mload and Rup represent the time instants of maximum load and the last
instant before rupture.

term (Fig. 24a) converges quickly to the stress saturation value, a consequence of the low value of the

parameter n and the high value of the parameter Cy. The impact of the temperature continues to be

significant (Fig. 24b), and the strain rate has now a relevant role (Fig. 24c). Since the strain-hardening

term converges to the saturation value very quickly, the strain rate term assumes the leading role in the

hardening process, imposing the increase in the flow stress through the positive effect of strain rate.405

Similar to the previous section, the validity of the obtained set of parameters is tested in the numerical

simulation of the three tests. Fig. 25 presents the results for the load prediction. From these figures, it is
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Figure 22: Evolution of the material parameters and objective function value (objf) during the calibration process for the
experimental database composed by three tests. The values of the parameters and objective function are normalised by the
initial value.
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Figure 23: Internal virtual work (IVW) vs external virtual work (EVW). The IVW is plotted for the initial (IVW ini) and
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possible to conclude that parameter C captures the positive strain rate effect. However, the results for the

tests V1 (Fig. 25a) and V2 (Fig. 25b) are overestimated. In the case of test V3, the load is reasonably well

predicted with a slight overestimation for higher displacement values (Fig. 25c).410

In terms of strain field, the results presented in Fig. 26 are worse than in Fig. 21. The best results are

achieved for the test V3 (Fig. 26c) but, as in the other two cases, there is an underestimation of the amplitude
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Figure 24: Evolution of three terms that compose the modified J-C model for the final set of parameters presented in Table 3:
(a) strain-hardening term (Eq. 2), (b) temperature term (Eq. 3) and (c) strain rate term (Eq. 4).

value of the strain field when compared with the experimental measurements. In the extrapolation domain,

the numerical predictions for the three cases tend to underestimate the strain localisation and present much

lower strain values at the centre of the specimen.415

4.2.3. Discussion

The calibration process with a single test resulted in three distinct parameters sets (Table 2). The

validation of these sets shows a reasonably well prediction of the experimental load, which means that the

stress level is well predicted. However, the obtained sets have almost zero values for the parameter C, which
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Figure 25: Comparison of experimental (Exp) and numerical (Num) load curves. The numerical load curves are obtained
through FE analysis with the final set of parameters presented in Table 3: (a) V1, (b) V2 and (c) V3.

means that the strain rate effect is not captured by the strain rate term. The results suggest that the effect420

of strain rate is captured by the other two terms, which explains the significant differences in the obtained

parameters from test to test. Consequently, the obtained sets of parameters have a limited applicability

domain that is restricted to the conditions of the test used in the calibration process. Furthermore, for the

test with the highest displacement rate (V3), the predicted strain field is in very good agreement with the

experimental measurements but for the other two cases, the amplitude of the strain field is underestimated425

and the distribution is less localised at the centre of the specimen. The temperature plays an important

role in the strain distribution, and these results suggest that the effect of the temperature term is not well
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Figure 26: Comparison of experimental (Exp) and numerical (Num) spatial distribution of the xx component of the logarithmic
strain (εxx) along the reference x-direction. The numerical results are obtained through FE analysis with the final set of
parameters presented in Table 3: (a) V1, (b) V2 and (c) V3. Mload and Rup represent the time instants of maximum load
and the last instant before rupture.

predicted for the tests with the lowest strain rates.

In the second part of this section, the three tests were combined in a single database to calibrate the mod-

ified J-C model. The results show that three tests bring sufficient information to calibrate the parameter430

C, which is not possible with a single test. In this case, the positive strain rate effect is captured by the

strain rate term. Nevertheless, the results show the model’s lack of flexibility to fit the experimental data

provided by the three tests. This is observed in the results of the internal virtual work computation at the

end of the optimisation (Fig. 23). Moreover, there is a significant deterioration of the strain field prediction,
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when compared with the previous results. This can be explained by the high impact of the strain rate term435

that brings a positive effect on the flow stress and balances the negative effect of the temperature term.

Consequently, the localisation of the deformation at the centre of the specimen is attenuated and more

uniform distributions of the strain field are obtained.

Regarding the optimisation process, just one set of initial parameters is presented in both analyses. Never-

theless, it was observed that the problem is sensitive to the initial set of parameters and multiple solutions440

are found. This reveals that the experimental database lacks information for some of the parameters. There

are two potential solutions: reduce the parametrisation of the model, or improve the experimental database

with more tests. Regarding the first solution, some parameters that have a specific meaning, like σ0 that

represents the initial yield stress, can be identified directly from a simple homogeneous tensile test. This

helps to reduce the number of variables in the optimisation process and to mitigate the problem of multiple445

solutions. Regarding the second solution, including more tests in the database is also the path to more

accurate results and to expand the validity of the obtained parameters. Moreover, the lack of flexibility of

the modified J-C model implies that more parameters are required to predict the mechanical behaviour of

this material, thus it is reasonable to explore this solution.

The obtained results give some indications that the chosen model needs to be enhanced to accurately de-450

scribe the mechanical behaviour of the DP980 under such temperature and strain rate conditions. The

actual formulation of the J-C model can be a limitation. This formulation is usually called decoupled for-

mulation because each term corresponds to an isolated effect. However, coupled formulations in which the

different effects interact with each other may be more suitable for the material and conditions under study.

The results for the calibrations with a single test (Table 2) show that all the parameters of the model could455

depend on the strain rate effect, and also show a monotonic evolution for almost all parameters (except for

the parameter σ0). Therefore, the parameters n and Cy could be a function of the strain rate effect. In this

case, a coupled formulation would be required.

In sum, the VFM combined with this thermo-mechanical heterogeneous test has proved to be an effective

solution for the simultaneous calibration of the material parameters of thermo-elasto-viscoplasticity models.460

The heterogeneous test provides a considerable amount of information on the thermo-mechanical behaviour

of the material and due to the characteristic temperature field, it is a rather simple test to analyse and

combine with VFM. As a result, this methodology benefits from the computational efficiency of VFM that

is difficult to compare with other inverse strategies and from the simplicity of this heterogeneous thermo-

mechanical test.465
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5. Conclusions

In this work, a novel calibration methodology for thermo-elasto-viscoplasticity models is presented as

an alternative to classical calibration procedures that require a large number of homogeneous tensile tests.

This methodology combines a thermo-mechanical heterogeneous test and the VFM, thus leveraging full-field

data through the computational efficiency of VFM. To assess the feasibility of this methodology, a modified470

version of the J-C model is calibrated for the thermo-mechanical behaviour of DP980 steel.

Regarding the heterogeneous test, the following points can be highlighted:

• The test provides a large range of temperatures from 360 °C to 500 °C, with a characteristic temperature

field that can be captured by a 2nd order polynomial function. Moreover, it can be assumed to be

constant during the deformation process. These two characteristics simplify the analysis and the475

combination of the test with the VFM.

• The measured strain field has a bell-shaped distribution and reaches the highest values at the centre

of the specimen. The strain rate field, which is a source of information for the calibration procedure,

presents a similar shape to the strain field and up to the maximum load value, the magnitude of the

strain rate field is in the same order of magnitude as the nominal strain rate.480

Regarding the calibration results, the analysis is divided into two parts. In the first part, the calibration

with a single test performed at constant displacement is analysed. In the second part, the calibration is

performed using the information of the three tests at different displacement rates. The following conclusions

can be drawn:

• A experimental database with a single test leads to a calibrated model that predicts the thermo-485

mechanical behaviour of the material for the conditions of the test. Nevertheless, the information of a

single test is insufficient to calibrate the strain rate term of the Johnson-Cook model and the positive

strain rate sensitivity of the material is not captured, which limits the applicability of the model.

• The combination of three tests increases the range of strain rate values in the experimental database

and consequently provides sufficient information to calibrate the three terms of the model. In this490

case, the material positive sensitivity to strain-rate is reasonably captured by the strain rate term.

In sum, this work shows that the proposed methodology reaches reasonable results and represents a po-

tential alternative to classical procedures. Nevertheless, there is substantial room for improvement. For

instance, the experimental database can be enhanced with different temperature ranges. The observed lack
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of flexibility of the modified J-C model suggests that a more complex model is required to describe the495

thermo-mechanical behaviour of DP980 steel. Therefore, in a future study, it is recommended to increase

the information for different temperatures and strain rates and to consider a constitutive model with a cou-

pled formulation. Additionally, it is recommended to perform a sensitivity analysis using synthetic image

deformation [68, 69]. This analysis will be important to understand the impact of noise on the methodology

and, in the case of a more complex model, to identify which material parameters require more information500

for an accurate calibration [31, 70].
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[21] S. Avril, M. Bonnet, A.-S. Bretelle, M. Grédiac, F. Hild, P. Ienny, F. Latourte, D. Lemosse, S. Pagano, E. Pagnacco, et al.,

Overview of identification methods of mechanical parameters based on full-field measurements, Experimental Mechanics585

48 (4) (2008) 381.
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Numerical (FEA) vs Experimental data

Validation

Calibration of a modified Johnson-Cook model using the Virtual Fields
Method and a heterogeneous thermo-mechanical tensile test
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